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概要

• 天の川銀河恒星ハローの新しい描像 

• 古い恒星の元素組成で探る初代星・初代銀河の化学進化 

• 「銀河考古学」の基本的なアプローチ 

• より複雑な物理現象の理解に向けて



従来の描像（~2010頃）
球状の希薄な星の分布

二重構造（空間分布・速度・金属量）
明るい恒星ストリーム (e.g. Sgr stream)
e.g., Belokurov+06, Juric+08, Carollo+10, Ivezic et al. 2012

低金属量（[Fe/H] ）で年齢の古い星種族< − 1

MI et al. 2013

過去に合体した矮小銀河の性質、合体のタイミングを観測に基づいて議論できるようになった

Gaia + 広視野撮像(タイムドメイン) + 星震学（2010頃- ）

4 Sharpe et al.

Figure 1. Composite Milky Way stellar halo, displayed in the XY plane. Each accreted dwarf galaxy is shown in color as

its own panel and in the large, composite panel. The four panels directly to the right of the large composite plot are those

selected from BJ05. In the large panel, point size and opacity are roughly scaled to the power 3/4 and 1/3 of mass per particle,

respectively, with slight scaling variations for visual clarity.

Sharpe+22

明るいトレーサーによる外部ハロー
での密度分布≳ 300 kpc

Cohen+17, Fukushima+18, Deason+19 

Fukushima+19

太陽近傍ハローで単独の
矮小銀河デブリが支配的

Helmi+18, Belokurov+18

Helmi+18

空間・速度分布で無数の新恒星
ストリームを発見

Ibata+20, Naidu+20, Malhan+22 

Malhan+22 

天の川銀河恒星ハローの新しい描像



古い恒星の元素組成で探る初代星・初代銀河の化学進化： 
「銀河考古学」の基本的なアプローチ

Credit: NAOJ/ESO Audouze&Silk95, Freeman&Bland-Hawthorn00, Beers&Christlieb05, Frebel&Norris15

Extremely metal-poor star 
 (EMP, [Fe/H] )< − 3



狭帯域フィルターによる天の川銀河の撮像サーベイNicolas F. Martin et al.: The Pristine survey – XXIII.

Fig. 20. Density maps for di↵erent slices of Pristine-Gaia synthetic metallicities, projected in Galactic coordinates. The contours correspond to
E(B�V) = 0.5 and E(B�V) = 0.15. From top-left to bottom-right, the four top panels display density for metallicity ranges [Fe/H]CaHKsyn > �1.0
(panel I), �1.5 < [Fe/H]CaHKsyn < �1.0 (panel II), �2.5 < [Fe/H]CaHKsyn < �1.5 (panel III), and �4.0 < [Fe/H]CaHKsyn < �2.5 (panel IV). To
overcome the inhomogeneous survey and highlight the transition in the shape of the MW, the bottom four panel shows ratios of density maps.
From top-left to bottom-right, II/I, III/II, IV/II, and IV/III.

position of the metal-poor MW, over the full metallicity distri-
bution function. And we can but look forward to the Gaia DR4
data that will provide BP/RP information at higher S/N and for
fainter stars.
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and for answering our questions during the data-reduction process. We are also
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project “Pristine” (ANR-18-CE31-0017) along with funding from the European
Research Council (ERC) under the European Unions Horizon 2020 research and
innovation programme (grant agreement No. 834148). ES, MB, and MM ac-
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Figure 1. Synthetic spectra using MARCS stellar atmospheres and the TUR-
BOSPECTRUM code (see Section 2.1 for details) of stars on three different places
on the giant branch with metallicities [Fe/H] = 0.0 (red), [Fe/H] = −1.0
(orange), [Fe/H] = −2.0 (green), [Fe/H] = −3.0 (blue) and for a star with
no metals (black). In the top panel the throughput of the Ca H&K filter used
in Pristine is overplotted (black dashed line).

2011, and the dashed grey filter curve in Fig. 2). The SkyMapper
team has been using this filter to search for (extremely) metal-poor
stars, their sample of candidates have already revealed some in-
triguing very metal-poor stars that were subsequently followed up
with spectroscopy (Howes et al. 2014, 2015; Keller et al. 2014).
Spectroscopic follow-up of several metal-poor stars also selected
from photometry with a narrow-band Ca K filter in an area near the
Galactic bulge are presented by Koch et al. (2016).

In this paper, we describe the Pristine survey, a narrow-band
Ca H&K survey in the Northern hemisphere. This survey utilizes
the unique facility of a (novel) Ca H&K filter for the MegaCam
wide-field imager on the 3.6-m Canada–France–Hawaii Telescope
(CFHT) on the excellent site of Maunakea in Hawaii, in combi-
nation with existing broad-band photometry from SDSS. Pristine
focuses its footprint on high-Galactic-latitude regions (b > 30◦) to
remain within the SDSS footprint. There is a wealth of known sub-
structures within the survey regions – consisting of dwarf galaxies,
globular clusters and stellar streams – which are all very promising
structures to hunt for the oldest stars (e.g. Starkenburg et al. 2017).
The survey data and the data reduction process, including the photo-
metric calibration, are described in Section 2. Our overlap with the
SDSS footprint also ensures that we are essentially self-calibrated
with the help of the SDSS and SEGUE spectra. Section 3 shows
how well we can separate stars of various metallicities and clean
our sample of contaminants. In Section 4 we summarize the main
science cases enabled by Pristine. We show how metallicity sensi-
tive photometry, as performed by Pristine, can probe the Galaxy out
to its virial radius. Not only does it allow for an efficient search for
ultra-metal-poor stars, but it also provides a mapping of the metal-
poor (and probably oldest) components of the Milky Way halo that
will help dissect the Milky Way’s past.

2 TH E S U RV E Y A N D DATA R E D U C T I O N

2.1 The Ca H&K filter properties

Figs 1 and 2 illustrate the properties of the Ca H&K filter used
for Pristine (also known as CFHT/MegaCam narrow-band filter
9303).2 The filter is manufactured by Materion and was received by
CFHT in 2014 November. It is designed to be close to top-hat in its
throughput filter curve as a function of wavelength. By design, the

filter has a width of ∼100
◦
A and covers the wavelengths of the Ca

H&K doublet lines (at 3968.5 and 3933.7
◦
A), thereby also allowing

for a typical spread in radial velocity among the stars observed in
the Galactic halo, making it especially suited for our science. For
the remainder of the paper we will refer to this filter as the CaHK
filter, and to its measured magnitudes as CaHK magnitudes. For
comparison, we also show the SkyMapper v filter used for the same
purpose. Clearly, the CFHT CaHK filter is narrower and more top-
hat, resulting in a better sensitivity to the Ca H&K line strength and
less danger of leakage from other features such as strong molecular
bands in C- and N-enhanced stars, as can be seen from the difference
between the blue and black spectra in the figure.

The expected discriminative power of the CaHK filter is further
demonstrated in Fig. 3. The left-hand panel of this figure shows
the range of a spectral library in temperature and gravity parameter
space and compares this with the stars as expected in a 100 deg2

high-latitude field in an anticentre direction as indicated by the
Besançon model of the Galaxy (Robin et al. 2003). We have created
a library of synthetic spectra, illustrated here by the grey boxes, with
large ranges in effective temperature, gravity and metallicity (−4.0
< [Fe/H] <+0.0) using Model Atmospheres in Radiative and Con-
vective Scheme (MARCS) stellar atmospheres and the TURBOSPECTRUM

code (Alvarez & Plez 1998; Gustafsson et al. 2008; Plez 2008). All
elements are treated as scaled from solar abundances, with excep-
tion of the α-elements that are enhanced relative to scaled solar by
+0.4 in the models with [Fe/H] ≤−1.0. Several individual spectra
from this library are shown in Figs 1 and 2. For each combination of
stellar parameters in the synthetic grid, we evaluate if indeed such a
star is physically expected, by checking if that box of temperature,
log(g) and metallicity is filled with a star in the Besançon model.
All verified synthetic spectra are subsequently integrated with the
response curves of the photometric SDSS bands and average re-
sponse curve of the CaHK filter. If a star with [Fe/H] <−2 is found
for that combination of stellar parameters, we include all models of
[Fe/H] <−2 and lower, motivated by the fact that these stars are too
rare to find all possible physical combinations in a 100 deg2 field of
view in the Besançon model, but that isochrones generally change
very little at these lowest metallicities. We additionally synthesize
all [Fe/H] = −4 models while taking out any absorption lines by
atoms or molecules heavier than Li. This set of additional synthetic
spectra represents our approximation to stars without any metals
at all. The right-hand panel of Fig. 3 demonstrates that the CaHK
filter in combination with SDSS broad-bands is a very powerful
tool to select metal-poor stars. The additional (g − i)0 term on the
y-axis is purely used to flatten the relation such that the fanning
out of the different metallicities is oriented from top to bottom.
The size of the symbols is inversely proportional to their surface
gravities (larger symbols are giant stars, smaller symbol stars are
main-sequence dwarfs). As can be seen from Fig. 3, the surface

2 See http://www.cfht.hawaii.edu/Instruments/Filters/megaprime.html for
the filter curve.
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Starkenburg+17

Martin+23

全天の大部分をカバーする探査領域 
サンプル選択バイアスが少ない 
低金属量検出の成功率が向上 

    e.g., Extremely Metal-Poor (EMP, [Fe/
H] ) star 検出の成功率  
    

< − 3 ∼ 20 %

e.g., Sky Mapper, Pristine, SAGES, ZERO surveys



広視野サーベイの成果①：[Fe/H] の「鉄欠乏星」の発見< − 5

➡︎ 超金属欠乏星（[Fe/H] ）星が生まれた時代・環境に特有の元素汚染源< − 3

 
 

Nordlander+19

 
 
 

Bessel+15, Nordlander+17

[Fe/H] < − 6.53 (3σ)

[Ca/H] = − 6.94 ± 0.10

[C/H] = − 2.55 ± 0.09

Keller+14, Ishigaki+14, Takahashi+14, Chan+17, Choplin+19, Chan+20

L112 T. Nordlander et al.

Table 1. High-resolution spectroscopic 1D LTE abundance analysis. Upper
limits are given at the 3σ level. Error estimates on the absolute abundances
are reported for both the statistical measurement uncertainty (σ stat) and the
systematic uncertainty due to uncertainties in stellar parameters (σ sys). The
last column gives the reference solar chemical composition.

Species A(X) [X/H] [X/Fe] σ stat σ sys A(X)⊙

Li I <0.48 <−0.57 <5.64 0.18 0.09 1.05
C (CH) 6.07 −2.32 3.89 0.05 0.27 8.39
N (CN) <4.80 <−2.98 <3.23 0.19 0.18 7.78
O I <7.21 <−1.48 <4.73 0.19 0.15 8.69
Na I <0.90 <−5.27 <0.94 0.18 0.10 6.17
Mg I 1.88 −5.65 0.57 0.13 0.09 7.53
Al I <0.67 <−5.76 <0.45 0.19 0.11 6.43
Si I <2.09 <−5.42 <0.80 0.20 0.11 7.51
K I <1.98 <−3.10 <3.11 0.19 0.09 5.08
Ca I 0.46 −5.85 0.37 0.11 0.13 6.31
Ca II 1.24 −5.07 1.15 0.05 0.15 6.31
Sc II <−1.76 <−4.93 <1.29 0.12 0.10 3.17
Ti II −0.50 −5.40 0.82 0.10 0.10 4.90
V II <0.69 <−3.31 <2.90 0.23 0.09 4.00
Cr I <0.22 <−5.42 <0.79 0.20 0.13 5.64
Mn I <0.03 <−5.36 <0.85 0.19 0.15 5.39
Fe I 1.24 −6.21 ... 0.17 0.14 7.45
Fe II <2.72 <−4.73 ... 0.18 0.06 7.45
Co I <0.56 <−4.36 <1.85 0.19 0.14 4.92
Ni I <0.87 <−5.36 <0.85 0.25 0.14 6.23
Cu I <1.51 <−2.70 <3.51 0.19 0.12 4.21
Zn I <1.55 <−3.05 <3.16 0.19 0.06 4.60
Sr II <−3.12 <−6.04 <0.17 0.19 0.10 2.92
Ba II <−3.07 <−5.24 <0.97 0.19 0.11 2.17
Eu II <−2.41 <−2.93 <3.28 0.19 0.11 0.52

detectable Mg Ib line at 5185 Å. For calcium, the Ca II H and K
lines indicate [Ca/H] = −5.07 ± 0.05. We also measure [Ca/H] =
−5.85 ± 0.11 from Ca I 4226 Å, resulting in a very large 0.8 dex
abundance difference between the two ionization stages. This is
likely mainly due to the non-LTE overionization of Ca I as well
as a smaller non-LTE effect of opposite sign acting on Ca II (see
e.g. Sitnova et al. 2019). Comparing the measured abundances of
Ca I and Fe I, this implies a normal level of α-enhancement as seen
in most halo stars, [Ca/Fe] = 0.37 ± 0.20. For titanium we detect
the two lines of Ti II at 3759–3761 Å and obtain [Ti/H] = −5.40 ±
0.10.

We determine upper limits for additional elements using a
likelihood estimate that assumes Gaussian errors. We use synthetic
spectra for these estimates, and consider multiple lines simultane-
ously when applicable.

5 D ISCUSSION

Our analysis of SMSS 1605−1443 reveals remarkably low abun-
dances of heavier elements, including the lowest ever measured
abundance of iron at [Fe/H] = −6.2 ± 0.2. While the abundance
pattern from Na to Zn is broadly compatible with a standard α-
enhanced chemical composition typical of halo stars, the large
carbon enhancement is a strong indicator for enrichment from a
Population III mixing-and-fallback supernova (see e.g. Umeda &
Nomoto 2002; Nomoto, Kobayashi & Tominaga 2013). Using the
predicted supernova yields computed for metal-free Population III
stars by Heger & Woosley (2010), we find a reasonable match
only for low-mass progenitors (M ≈ 10 M⊙) with low explosion
energy (<1051 erg), as shown in Fig. 2. Models more massive than
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]

 11.2 MO •  ,  0.3 B, log(fmix) = -1.8
 50.0 MO •  ,  1.5 B, log(fmix) = -1.0
 11.2 M  ,  0.3 B, log(fmix) = -1.8
 50.0 M  ,  1.5 B, log(fmix) = -1.0

Li CNO NaMgAlSi KCaScTiVCrMnFeCoNiCuZn SrBaEu

Figure 2. Comparison of the measured abundances (blue squares) and 3σ

upper limits (blue arrows) to yields from Population III supernova models
with varying progenitor star mass, explosion energy (in units of 1051 erg =
1 B), and mixing parameter. No satisfactory fit to the observed abundance
pattern exists for models more massive than about 20 M⊙.

about 20 M⊙ cannot simultaneously reproduce the strong carbon
enhancement and the otherwise flat abundance trend.

Alternative explanations for the carbon enhancement are unsat-
isfactory. Pollution from an intermediate-mass companion star is
predicted to also bring similar enhancement of nitrogen and neutron-
capture elements (Campbell & Lattanzio 2008; Campbell, Lugaro &
Karakas 2010; Cruz, Serenelli & Weiss 2013). Similarly, the i-
process appears to overproduce Na and possibly neutron-capture
elements (Clarkson, Herwig & Pignatari 2018). Late accretion from
the ISM could also enhance carbon, but models of this process also
predict significant enhancement of nitrogen (Johnson 2015), and
can likewise be ruled out.

It has been shown in previous work (Collet, Asplund &
Trampedach 2006; Frebel et al. 2008; Caffau et al. 2012; Bessell
et al. 2015; Nordlander et al. 2017) that significant systematic
uncertainties are associated with the chemical abundance analyses
of the most iron-poor stars. We note that these corrections depend
sensitively on not only the effective temperature and surface gravity
of the star, but also the abundance of the element under study,
and we caution against blindly applying representative corrections.
Although these effects may be as large as 1 dex, they are unlikely
to significantly alter the main conclusions of this work: It is
clear that SMSS 1605−1443 is the most iron-deficient star for
which iron has been detected, that it is strongly carbon enhanced,
and that it does not exhibit strong enhancement nor a strong
abundance trend among elements heavier than carbon. A higher
quality spectrum would enable more stringent limits and likely
detections of additional elements, which together with advanced
spectrum synthesis techniques will allow us to better understand
the properties of the Population III progenitor star.
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最も鉄の欠乏した星は最も炭素過剰（[C/Fe] ）> 3

炭素過剰

SMSSJ1605-1443([Fe/H] )= − 6.2



広視野サーベイの成果②: 金属量分布
P. Bonifacio et al.: MDF

Fig. 13. Metal-weak tail of the raw metallicity distribution function
(black line), normalised at �1.95, compared with the MDFs of the
Hamburg/ESO survey (Schörck et al. 2009, red), the Pristine survey
(Youakim et al. 2020, blue), and the H3 survey (Naidu et al. 2020,
green).

our good parallax and H3-like samples. It is, however, obvious
that this bias is minor, especially in the low-metallicity tail, and
we ignore it in the following. The H3 MDF has a much more
gentle slope of the metal-weak tail than our sample. The metal-
rich peak in our full sample seems very similar to that in the H3
sample.

6.2. The metal-weak tail of the MDF

While the metal-rich portion of the MDF is the result of the com-
plex chemical evolution of the Galaxy, we may assume that its
metal-weak tail is much simpler, since many of the stars are the
descendants of only a few generations of stars beyond the first
one. For more than a decade, theoretical models have shown
that the properties of the first stars a↵ect the metal-weak tail of
the MDF (e.g. Hernandez & Ferrara 2001; Prantzos 2003; Oey
2003; Karlsson 2006; Tumlinson 2006; Salvadori et al. 2007).
Furthermore, this should hold true even if this metal-weak tail
contains stars that have been formed in Milky Way satellites
that later merged to form the present-day Milky Way (e.g.
Salvadori et al. 2015).

To study the metal-weak tail of the MDF, Schörck et al.
(2009) normalised their distributions at metallicity �1.95. This
normalised distribution provides, for any lower metallicity, the
fraction of stars in that metallicity bin, with respect to those in
the bin centred at �1.95. We use the same approach, which also
allows us to directly compare our results with theirs.

In Fig. 13, we compare the normalised metal-weak tail of
the MDF, as observed, for (i) our whole sample; (ii) the Ham-
burg/ESO sample (Schörck et al. 2009); (iii) the Pristine sam-
ple (Youakim et al. 2020); and (iv) the H3 sample (Naidu et al.
2020). The H3 Survey adopts a target selection that is based only
on apparent magnitudes, parallaxes, and Galactic latitude, thus
they claim that their sample is unbiased with respect to metal-
licity. It is surprising that the metal-weak tail of their MDF is
essentially identical to that of the Hamburg-ESO Survey down to
metallicity �3.0, since the Hamburg/ESO Survey has been con-
sidered to be biased in favour of metal-poor stars (Schörck et al.
2009). The abrupt drop of the H3 MDF at �3.0 is not easy to

Fig. 14. Metal-weak tail of the corrected metallicity distribution func-
tion (black line), normalised at [Fe/H] = �1.95, compared with the
corrected Hamburg/ESO (Schörck et al. 2009, red) and the corrected
Pristine (Youakim et al. 2020, blue) MDFs.

understand, but it may be due to the fact that the size of their sam-
ple is too small to adequately sample the populations of lower
metallicity.

The selection function for the four samples is clearly dif-
ferent. Schörck et al. (2009) provide three possible bias cor-
rections for their observed MDF, while Youakim et al. (2020)
provide two. In Fig. 14, we show the comparison with all the
corrected MDFs. What is obvious is that while in the raw distri-
butions ours is always below the Hamburg/ESO, once bias cor-
rections are taken into account ours is above the Hamburg-ESO.
As noticed in Sect. 5.3, this is due to the fact that in our corrected
MDF, the slope is much more gentle than in our raw MDF; as a
consequence, once we normalise at �1.95, the corrected MDF
lies above the raw MDF. The reverse is true if we look at the
non-normalised MDF, as shown in Fig. 10.

Above metallicity �3.0 the H3, the uncorrected HES, and
our corrected MDF are essentially identical. If we make the
assumption that our bias-corrected MDF is ground truth, then
the metallicity bias of the H3 and HES MDFs must be small,
and in fact negligible. We thus conclude that it is legitimate to
use the average of these three MDFs for comparison with the-
oretical models. The assumption we are making is equivalent
to stating that the bias corrections provided by Schörck et al.
(2009) and Youakim et al. (2020) are not adequate to describe
the actual bias in their stellar sample. The bias corrections pro-
posed by Schörck et al. (2009) are based on models, while those
of Youakim et al. (2020) are based on the statistical properties of
the sample. One advantage of using the average is that in each
metallicity bin the standard deviation can be used as an error
estimate on the MDF. A further advantage is that the averag-
ing process makes the statistical errors smaller. The H3 MDF
is essentially undefined below �3.0; therefore, we suggest only
using the average of our MDF and that of HES in this metallicity
range. In Fig. 15, we show the two average values with the stan-
dard deviation in each bin. The values are provided in Table 3.

7. 3D bias and metallicity maps

We can now take advantage of the precise measurements of
metallicity and position for our large stellar sample to study

A79, page 9 of 20

Altogether, these additional comparisons are further con-
firmation that our model for baryonic physics in minihalos
works well.

3.4. Calibration of EPS Mode

To test EPS trees and our implementation of stochastic
feedback, we compare three different cases. First, we run a
Caterpillar tree with spatial feedback (our fiducial model).
Then, we run exactly the same merger tree but ignore the
spatial information and use the stochastic feedback instead.
Those two runs should produce similar results. Then, we run a
third case in which we use an EPS-generated merger tree of a
halo with the same mass as the MW with stochastic feedback.
Ideally, the essential physics can be implemented appropri-
ately, despite the difference in merger tree details, so that also
this last case should produce similar results. However, with
EPS, we follow only the formation history of the MW main
halo and ignore subhalos and environmental effects. Therefore,
we do not expect that this EPS-based run produces identical
results to the Caterpillar-based runs. Previously, we have
confirmed that external feedback affects the observables and

that about 10% of halos are enriched externally before they are
enriched internally (Tarumi et al. 2020).
The comparison between different models of external

feedback can be seen in Figures 13 and 14. The two runs
that are based on the same Caterpillar merger tree result in very
similar star formation rates. The MDFs are slightly different
because we do not accrete externally enriched metals in the run
with stochastic feedback. The run based on EPS merger trees
deviates from the spatially resolved merger trees at high
redshift and low metallicities.
Figure 14 shows how the volume filling fractions of ionized

(top) and metal-enriched (bottom) regions evolve over time.
Again, the two runs based on Caterpillar merger trees are very
similar. To obtain an estimate of the total volume, we divide

Figure 12. Cosmic SFRDs for Pop III stars (top panel) and Pop II stars (bottom
panel). The blue lines show our model prediction, the dashed lines show other
models from the literature (Trenti & Stiavelli 2009; Johnson et al. 2013; de
Souza et al. 2014; Xu et al. 2016a; Jaacks et al. 2018; Mebane et al. 2018;
Sarmento et al. 2019; Visbal et al. 2020), the dotted lines in the bottom panel
show observations (Madau & Dickinson 2014; Behroozi & Silk 2015;
Finkelstein 2016; Behroozi et al. 2019), and the gray dashed–dotted lines in
both panels show the total SFRD (Pop II+Pop III).

Figure 13. Comparison of SFRD (top) and MDF (bottom) between different
MW-like simulations. The gray lines are models from the literature (compare
Figures 11 and 12). We focus on the difference between our three models, and
the SFRD in an MW-like volume should not reproduce the cosmologically
representative SFRD. Hence, we do not focus on the comparison to literature
here, but rather provide them to guide the eye. The two models that are based
on Caterpillar merger trees (blue, orange) provide similar results, whereas the
EPS-based model differs at high redshift and low metallicity.
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[Fe/H] で複数のサーベイから独立な観測的制限−4 < < − 3

Bonifacio+21

Hartwig+22

理論モデルの検証 
初代星のIMF、質量範囲、星形成効率、メタルの混合 
e.g., Tumlinson06, de Bennassuti+17



広視野サーベイの成果③：元素組成比分布

軽元素（C, N, Mg）の分散が大き
く、鉄族元素で小さい 

元素間の相関 

超新星爆発イールド・化学進化モデ
ルとの違い

Xing+23

Subaruプレスリリース, credit: 中国国家天文台

電子対生成型超新星( )
モデルとの比較

M = 260M⊙

特異な元素組成比を
示す金属欠乏星

400 Very metal-poor stars by Li, Aoki+22



元素組成比と初代星超新星爆発イールドモデル
Mcut Mmix

Mixing zone
fej

Mcut Mmix fej
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単独 vs 複数の超新星による元素汚染を識別

multi-enriched mock observations for training, and we generate
the same amount of mono-enriched mock observations. In all
our sets for training, cross-validation, and blind testing, the
fraction of mono- and multi-enriched samples is always 50%
each. In other words, our prior assumption is that mono- and
multi-enrichment are equally likely (see Section 4.3 for more
details).

Once we calculated the abundance ratios of our mock
observations, we applied the observational masks to mimic the
observability: for each of our 462 EMP stars, we determined
the observability masks, i.e., an array that contains the
information if a certain abundance ratio is observable. We
then applied these masks to our validation and test data. This
guaranteed that we used the same information content when
analyzing the mock observations, as it is available when we
eventually evaluate the actual EMP stars.

In this approach, we began with 13 elements, namely C, O,
Na, Mg, Al, Si, Ca, Cr, Mn, Fe, Co, Ni, and Zn, which enables
the construction of 78 independent abundance ratios. We
wanted to keep the number of elements small, since the
complexity of the model scales with the number of elements
and more complex models are prone to overfitting. Therefore,
we only used elements for which we have a sufficient number
of observations for EMP stars. We also excluded Sc and Ti
because our theoretical models cannot correctly resolve the
production of these elements (Tominaga 2009; Ishigaki et al.
2018; Kobayashi et al. 2020).

While N can also provide constraints on Population III SNe,
theoretical uncertainties of N yields are large due to the
potential presence of stellar rotation (Meynet & Maeder 2002;
Hirschi 2007; Choplin 2019). Since the number of N
measurements is also small, we do not use N in this work.

Finally, to account for theoretical uncertainties, we added
random scatter to the mock observations. We introduce a
matrix of error bars for specific combinations of abundance
ratios because some of the elements share the same physical or
observational reasons for uncertainties (see Appendix A). It
should also be noted that we include observational uncertainties
at classification stage with bootstrap sampling (see below).

2.4. Ground Truth Sample

Figure 1 presents the distribution of mock observations
enriched by one (orange circles) or multiple (blue triangles)
SNe. In this example, we used [C/Mg] and [Ca/Fe] as the two
dimensions, because we show below that these are the most
informative elements for this classification purpose. In general,
mono-enriched stars span a larger area in this abundance space,
whereas multi-enriched stars are more clustered toward the
center. This makes sense because the abundance ratio of a
multi-enriched star is the weighted mean of the individual
abundance ratios of the individual SNe that contributed to the
enrichment. In other words, by combining two SN yields, the
resulting abundance ratios will never be more extreme than the
abundance ratios of any of the individual contributing SNe.
This figure also illustrates a degeneracy where the abundance
ranges are largely overlapping if only a small number of
elements are used. As a consequence of this degeneracy, mono-
enriched stars can be classified more reliably because there are
regions of the parameter space that can only be reached by the
yields of single SNe. Hence, we mostly focus on the
probabilities and fractions for mono-enrichment, as they are
more reliable.

2.5. Supervised Classification with Support Vector Machines

The basis of this approach are SVMs, a supervised machine-
learning technique that iteratively finds a hyperplane in the
feature space that optimally discriminates two classes (Cortes
& Vapnik 1995). SVMs have been applied successfully to
various astrophysical tasks (Wadadekar 2005; Huertas-Com-
pany et al. 2008; Małek et al. 2013; Marton et al. 2016). If the
data are not linearly separable (like in our case), the SVM
attempts to find an optimum by minimizing the number of
misclassifications and their distance to the decision boundary.
We show below that four dimensions are optimal for the

SVMs in this problem. Hence, the training data are points
Îxi

4 with their associated classes yi ä {−1, 1}. The
learning goal for the linear SVM is to find optimal values for w,
b, and ζ that minimize

å z+w w C
1
2

1T

i
i ( )


under the constraint

 z+ -y w x b 1 , 2i
T

i i( ) ( )

with ζi > 0 and the index i running over all training examples
(Chang & Lin 2011). The second equation guarantees that
every point is on the correct side of the decision boundary, or at
most ζi away from their correct margin boundary. The first
equation aims at maximizing the margin between the two
classes by minimizing ||w||. The second term minimizes the
allowed tolerance ζi with the regularization parameter, for
which we find C= 1 to be an optimal choice. The final
classification of the SVM for a new observation xi is obtained
by evaluating the sign of wTxi + b.
Instead of using the points xi directly in the linear SVM, one

can also augment the data or replace the xi with a kernel
function f(xi ). This kernel trick might enable the transforma-
tion of training data that are not linearly separable in 4D into
linearly separable data in higher dimensions. We found that
radial basis functions with a kernel width of γ= 1 are an ideal
choice for our specific classification problem.
For the training, we assumed that all abundance ratios are

observable. For the cross-validation and blind test data, we

Figure 1. Ground truth training data for EMP stars enriched by one (orange
circles) or multiple (blue triangles) SNe. Multi-enriched EMP stars are more
centrally concentrated because their yields are a weighted average of individual
SNe. Exceptions to this trend can result from theoretical uncertainties that are
added as scatter.
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サポートベクターマシン（SVM）を使った超金属欠乏星分類の新手法

3.3. Most Informative Elements

Finally, to understand what elements are most informative in
the decision process, we calculate the permutation feature
importance (Breiman 2001) of the classification pipeline. The
feature importance for element X is defined as the decrease in
cross-validation accuracy if we randomly shuffle the values of
all abundances that include element X in the cross-validation
data. This score indicates how much the model depends on a
specific element. In our case, the maximum cross-validation
accuracy is 70%, and the accuracy for random guessing is 50%.
So possible values for the feature importance are in the range
0%–20%. We show the feature importance for the 11 used
elements in Figure 7, where the most informative elements are
Fe, Mg, Ca, and C. These are the elements that are most
valuable to discriminate mono- from multi-enriched EMP stars
in our analysis and are usually included in observational
surveys.

Two main effects dominate the feature importance of an
abundance ratio: first, if an abundance ratio spans a large range
in [X/Y], finding a meaningful decision boundary is easier.
The training data contain scatter to mimic theoretical

uncertainty. If the range over which abundance ratios in the
training set are distributed is of the same order as the scatter, it
is difficult to draw a reasonable decision boundary through this
data. However, if the abundance ratios span a range that is
significantly larger than the uncertainties, the SVM has more
flexibility to identify an informative decision boundary to
divide the data. The second effect is the observability. If an
element is available for most EMP stars, the SVMs likely rely
on it for the classification. To differentiate the feature
importance from the observability, we divided the feature
importance of an element by its respective observability.
Although the order of most informative elements barely
changes, we identify oxygen as very informative, relative to
its low observability. Therefore, future observations of oxygen
will be useful to distinguish between mono- and multi-enriched
EMP stars.

4. Discussion

Our findings strongly indicate that a significant number of
Population III–forming minihalos experience multiple SNe
prior to EMP star formation, which suggests that most first stars
formed in small clusters that contained multiple massive stars
(Peebles & Dicke 1968) rather than as isolated massive stars
(Doroshkevich et al. 1967). However, it is not easy to estimate
the exact multiplicity of the first stars, because our result was
obtained under the prior assumption that mono- and multi-
enrichment are equally likely. Also, based on EMP star
observations, the nature of the first stars can be investigated
only for those exploded as SNe (Ishigaki et al. 2018).
Our finding of the need for multiplicity is consistent with

recent hydrodynamical simulations of Population III star
formation, which show fragmentation of the primordial gas
cloud and predict that the first stars could form in small clusters
(Clark et al. 2011; Hirano & Bromm 2017), resulting in
multiple Population III SNe per minihalo. The number of
fragments in a minihalo increases with time after the formation
of the first protostar, and the number of Population III
protostars per minihalo is expected to be 10–50 (Susa 2019).
However, no numerical approach has simulated the formation
process until the main-sequence stage of Population III stars,
and hence it has not been possible to draw conclusions
regarding the final masses and multiplicity of Population III
stars.
Our result that Population III stars form in clusters is also

supported by observations in the present-day Universe. At solar
metallicity, we see that the binary frequency increases with
stellar mass (Lada 2006; Duchêne & Kraus 2013; Janson et al.
2013) and that most massive stars form in binaries or higher-
order systems systems (Zinnecker & Yorke 2007; Lee et al.
2020). Moreover, the close binary fraction seems to be
anticorrelated with metallicity (Moe et al. 2019). Because we
also expect metal-free stars to be massive, we can therefore
expect that also they form in binaries, which requires more than
one Population III star per minihalo.

4.1. Understanding the Decision Process

We use the abundance ratios [C/Mg] and [Ca/Fe] to
illustrate the final classification in Figure 8, because these
dimensions provide a high permutation importance. The
general trend is that mono-enriched stars are located in the
outskirts of the sampled region and multi-enriched stars are

Figure 5. All panels show the results as a function of metallicity. Panel (a)
shows the probability of mono-enrichment, pmono, for individual EMP stars.
Panel (b) shows a histogram with the absolute number of classified mono-
enriched (orange) and multi-enriched (blue) EMP stars in each bin (bins are
slightly offset for clarity). Panel (c) shows the fraction of mono-enriched EMP
stars, and the gray contour illustrates scatter due to the bootstrap resampling of
observational uncertainties.
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3. Validation

can increase the accuracy, but will not be able to solve this
underlying degeneracy completely.

3. Results

In this paper, we analyze whether EMP stars are likely to be
enriched by a single SN or by multiple SNe, in order to explain
the observed elemental abundances. For this purpose, we
calculated nucleosynthesis yields of over 13,000 SNe covering
all possible parameters for the first stars. Then, we trained an
ensemble of SVMs on mock observations to classify high-
resolution spectroscopic data of EMP stars ([Fe/H]�−3),
using detailed chemical compositions from carbon to zinc
assuming an equal contribution of mono- and multi-enrichment
in our training sample. The possibility of mono-enrichment,
which is determined by 10 SVMs and 49 bootstrap samplings,
is shown in Figure 5(a). From the original 462 EMP stars, we
exclude 35 stars because they have only three elements
observed, which is not enough for a reliable classification.
Moreover, three EMP stars have a predicted pmono= 0.5 and
can therefore not be assigned to any category. From the
remaining 424 EMP stars, we find the average fraction of
mono-enriched stars to be 31.8%± 2.3%, where the standard
deviation reflects observational uncertainties.

As the number of stars sharply decrease toward lower
metallicities, both numbers of mono- and multi-enriched stars
in our sample decrease at lower metallicities in panel (b). Panel
(c) indicates a clear metallicity dependence of the ratio between
them; stars at the lowest metallicities are likely to be mono-
enriched, which has been assumed in numerous previous
studies (Umeda & Nomoto 2003; Placco et al. 2015; Ishigaki
et al. 2018) but has never been tested. At higher metallicities,
stars tend to be multi-enriched. Our observation-based
confirmation of this trend is remarkable because we do not
use [Fe/H] values to train our SVMs but instead use solely
relative abundance ratios of various metals, excluding hydro-
gen. What is surprising is that the mono-enriched fraction is not
100% at [Fe/H] ∼−4.5, which means that some second-
generation stars were already enriched by multiple SN
explosions.

3.1. CEMP Stars

For EMP stars, the most notable feature is their carbon
enhancement; a large fraction of EMP stars show a large carbon
enhancement relative to iron (Beers & Christlieb 2005; Placco
et al. 2014; Zepeda et al. 2022), and multiple populations have
been identified in the diagram of [C/H]–[Fe/H] (Bonifacio
et al. 2015; Yoon et al. 2016). In Figure 6, we depict the carbon
versus iron abundance of EMP stars, color-coded by the
probability for mono-enrichment. We find a positive correlation

between pmono and [C/Fe]. EMP stars with high [C/Fe] are less
likely to be multi-enriched. Specifically, 75 of 125 carbon-
enhanced metal-poor stars (CEMP; [C/Fe]> 0.7; Aoki et al.
2007; Arentsen et al. 2022) are mono-enriched, and all 49 stars
with [C/Fe]> 1.5 are mono-enriched. In the terms used in
previous works (Rossi et al. 2005; Spite et al. 2013; Bonifacio
et al. 2015; Yoon et al. 2016), all Group III stars are mono-
enriched. The origin of this bi- or multimodality can be
explained as follows: Multi-enrichment tends to average yields
and makes them more centrally concentrated in the abundance
space. Faint SNe, which are known to be important in the early
Universe (Umeda & Nomoto 2003; Kobayashi et al. 2011b),
produce only small amounts of iron due to their larger black
hole than for normal SNe; mixing their yields with normal
CCSNe attenuates the initially high [C/Fe] from the faint SN to
a smaller value. Therefore, it becomes more difficult for CEMP
stars to form after multiple SNe have exploded in one minihalo
(Jeon et al. 2021). On the other hand, for C-normal stars, once
they are enriched by a normal SN, it becomes impossible to
eliminate the possibility of additional enrichment from faint
SNe in our analysis; hence our estimated number of SNe is a
lower limit.
One could speculate if mono-enrichment and carbon

enhancement are synonymous or one is a subset of the other.
To allow readers their own conclusion based on the preferred
threshold of carbon enhancement, we provide the quantitative
classification data in the carbon-enhanced regime in Table 1.
The fraction of mono-enriched stars increases with [C/Fe].

The last column shows the fraction of all EMP stars for which
carbon enhancement is a consequence of being mono-enriched
and mono-enrichment is a consequence of being carbon
enhanced. That is, the missing stars to 100% are those that
are either mono-enriched but not carbon enhanced, or that are
carbon enhanced but not mono-enriched. This fraction is
highest around [C/Fe] ∼1.1. It declines at higher [C/Fe]
because there are too many mono-enriched stars, which are not
classified as carbon enhanced anymore due to the higher
threshold. Phrased differently, if we want to define a physics-
informed threshold for CEMP stars based on the ability to
discriminate mono- from multi-enriched EMP stars, the best
threshold would be around [C/Fe] ∼1.1.
The classification of EMP stars and their distribution on the

[C/H]–[Fe/H] plane is affected by the carbon corrections.
Therefore, we also provide a version of this figure without the
carbon corrections in Appendix B.

3.2. Most Metal-poor Stars

In Table 2, we show the classification of the most iron-poor
stars in our sample. It will be interesting to model their exact
formation scenarios based on the number of enriching SNe in
future works. However, one has to be cautious with the direct
interpretation of the provided face values. About 70% of
samples in the blind test set have been classified correctly
(80% if we only take into account EMP stars for which the
predicted pmono is more than one standard deviation away
from the decision boundary). Therefore, while the average
fraction of mono-enriched stars is reliable, individual
values for the number of enriching SNe should not be
overinterpreted.

Figure 4. Confusion matrix of our ensemble classifier. The confusion matrix is
balanced and symmetric.
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Accuracy:  
(w/o errors: )

∼ 70 %

∼ 79 %

4. Applying to observational data:  
 unique EMP stars  SAGA database (Suda+08), Ishigaki+18 462

mono-enriched and most EMP stars around [Ca/Fe] ∼0.4 can
be multi-enriched. Moreover, we recover the trend found earlier
(Hartwig et al. 2018b) that EMP stars with [C/Mg] 1 are
mostly mono-enriched.

4.2. Comparison to Previous Works

Kobayashi et al. (2011b) used the elemental abundance
patterns of only a few DLAs to find that faint SNe seem to be
the main enrichment source rather than pair-instability SNe.
Welsh et al. (2019) have analyzed the chemical composition of
the 11 most metal-poor DLA systems known at redshift z< 5.
They use a stochastic model to infer the number of SNe that
have contributed to the chemical enrichment of these systems.
In contrast to EMP stars, DLAs provide a more direct way to
study the chemical composition of gas in the early Universe
(Zou et al. 2020). Welsh et al. (2019) find that these near-
pristine gas clouds are enriched by 72 SNe from massive
stars. While the redshift of these DLAs (2.6� z� 5.0) may be
too low and their metallicity (−3.5� [Fe/H]�−2.0) may be
too high to favor enrichment by only Population III SNe, their
analysis shows that metal-poor gas at high redshift is enriched
by multiple SNe. In a similar analysis, Welsh et al. (2021)

analyze the stochastic enrichment of metal-poor stars in the
MW halo with metallicities of [Fe/H]�−2.5. This metallicity
range might include enrichment from Pop II SNe (Ji et al. 2015;
Ishigaki et al. 2021), to which their model is also sensitive.
They find that these stars are enriched by -

+5 3
13 SNe, which

supports the notion that early star formation occurs in clusters.
However, because of the metallicity range, their results do not
allow a clear conclusion about the Population III multiplicity.
In our study, we therefore focus on EMP stars with metallicities
of [Fe/H]�−3.0, as we motivated above.
Compared to previous studies, our method and results are

new in several regards. Previous attempts at classifying mono-
and multi-enriched EMP stars used only few abundance ratios
(Hartwig et al. 2018b, 2019; Welsh et al. 2021). In contrast, our
new method is data-driven and maximizes the information gain
from all observed abundances. Previous studies used a small,
biased subset of metal-poor stars or included stars at [Fe/
H]>−3 (Placco et al. 2018; Hansen et al. 2020; Rasmussen
et al. 2020; Purandardas & Goswami 2021). Therefore, these
studies are not representative of enrichment by Population III
SNe. In summary, our method is the first data-driven analysis
of a representative sample of EMP stars for which the
enrichment was dominated by Population III SNe.

4.3. Prior Dependence

To develop our fiducial model, we have to assume an initial
distribution of mono- and multi-enriched stars. Supervised
classification algorithms are most robust when trained on
balanced data sets, and thus we assume an equal distribution,
i.e., 50% each, for our training set. This could affect pmulti, and
we estimate the dependence as follows. First, we use our
fiducial classification pipeline for stars that are at least one
standard deviation away from the decision boundary, and apply
it to validation data with different fractions of mono- and multi-
enriched mock observations. We then check which fraction of
validation samples was classified as multi-enriched as a
function of the multi-enriched fraction in the validation data.
The results can be seen in Figure 9.
Our fiducial model, which was trained under the assumption

of 50% multi-enrichment, can predict a wide range of multi-
enriched fractions from 20%–80%, once confronted with the

Figure 8. Illustration of the final classification in different 2D projections. The
top panel uses the four most informative elements, and the right panel uses
oxygen, which is more challenging to observe for EMP stars. These are 2D
projections of a higher-dimensional ensemble learning classification. There-
fore, the decision boundary does not appear as a smooth line in these
representations.

Figure 9. Predicted fraction of multi-enrichment as a function of multi-
enrichment in the validation data. All these results were obtained with our
fiducial model that was trained on a data set that contains equal amounts of
mono- and multi-enriched stars. The black dotted line shows the diagonal, to
guide the eye.
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Figure 6. Carbon vs. iron abundance of EMP stars. The colour bar shows the probability for mono-enrichment. The dashed
line at [C/Fe] = 0.7 should guide the eye to highlight the range of CEMP stars. There is a trend that most CEMP stars are
mono-enriched.

Table 1. Classification results in the carbon-
enhanced regime as a function of the [C/Fe] thresh-
old. The last column shows the fraction of all EMP
stars for which mono-enrichment and carbon en-
hancement (based on the variable threshold in the
first column) are synonym. At [C/Fe] > 1.5 all CEMP
stars are mono-enriched.

[C/Fe]corr Nmono Nmulti CEMP , mono-enriched

> 0.7 75 50 74.1%

> 0.8 73 35 77.6%

> 0.9 74 24 80.0%

> 1.0 70 16 80.9%

> 1.1 66 9 81.6%

> 1.2 61 6 81.1%

> 1.3 56 5 80.2%

> 1.4 52 2 80.0%

> 1.5 49 0 79.9%

The fraction of mono-enriched stars increases734
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近年・将来の天の川銀河恒星系を対象とした多天体分光探査

Chiappini et al. 2001, 2003; Sellwood & Binney 2002; Abadi
et al. 2003; Bournaud et al. 2009; Schönrich & Binney 2009;
Minchev & Famaey 2010; Bird et al. 2013; Minchev et al.
2013, 2014; Kubryk et al. 2015). Coupled with orbital
information derived from precise radial velocities, these data
probe the role of dynamical phenomena such as large-scale
dissipative collapses, mergers, gas flows, bars, spiral arms,
dynamical heating, and radial migration.

Conventional echelle spectroscopy programs to deliver HR
spectroscopic data useful for Galactic archaeology demand
substantial resources, often on the world’s largest telescopes.
Consequently, while heroic efforts have been devoted to
surveying stars in a wide variety of environments—including,
e.g., dwarf spheroidals, globular clusters, the Magellanic
Clouds, tidal streams, and the Galactic bulge—until very
recently the solar neighborhood was the only region for which
multiple hundreds or thousands of observations had been
assembled for “Galactic field stars” (e.g., Edvardsson et al.
1993; Bensby et al. 2003; Fuhrmann 2004; Venn et al. 2004;
Nissen & Schuster 2010; Soubiran et al. 2010; Adibekyan et al.
2012, 2013; Bensby et al. 2014). These studies traditionally
relied on kinematically selected samples to harvest from the
nearby stars of accessible apparent brightnesses a broad spread
of stellar ages and population classes. For stellar populations
not represented in the solar neighborhood, like the Galactic
bulge, and for in situ studies of field stars outside of the solar
neighborhood, HR observations are only now generating
samples with hundreds of stars. In the inner Galaxy where
foreground dust obscuration is a formidable challenge, many
previous samples were concentrated to a handful of low
extinction sight lines, such as Baade’s Window. Unfortunately,
the aggregate of these piecemeal collections of spectroscopic
data, heterogeneously assembled, can give a biased and
incomplete view of the Milky Way.

Truly comprehensive evolutionary models for the Milky
Way must be informed and constrained by statistically reliable,
complete, or at least unbiased Galactic archaeology studies,
which require the construction of large, truly systematic, and
homogeneous chemokinematical surveys covering expansive
volumes of the Milky Way and sampling all stellar populations,
including, in particular, those dust-obscured inner regions
where the bulk of the Galactic stellar mass is concentrated. A
number of ambitious “Galactic archaeology” spectroscopic
surveys that aim to fill this need (1) have been previously
undertaken, such as RAVE (Steinmetz et al. 2006), SEGUE-1
(Yanny et al. 2009), SEGUE-2 (Rockosi et al. 2009), and
ARGOS (Freeman et al. 2013), (2) are currently underway,
such as LAMOST (Cui et al. 2012), Gaia/ESO (Gilmore et al.
2012), GALAH (Zucker et al. 2012), and Gaia (Perryman et al.
2001), (3) or are envisaged, e.g., those associated with the
WEAVE (Dalton et al. 2014), 4MOST (de Jong et al. 2014),
and MOONS (Cirasuolo et al. 2014) instruments. Although
each of these surveys focuses on large samples of 100,000
stars, all of the past and ongoing endeavors are based on optical
observations and are therefore strongly hampered by interstellar
obscuration in the Galactic plane (Figure 1, bottom); this makes
it challenging to sample significant numbers of stars within the
very dusty regions of the Milky Way that are both central to
constraining formation models and encompass most of the
Galactic stellar mass (and some projects, like the RAVE,
SEGUE, and GALAH surveys, specifically avoid low Galactic
latitudes). Therefore, with optical wavelength surveys, it is

challenging to assemble a systematic census having compar-
able or sufficient representation of all Galactic stellar popula-
tions and across wide expanses of the Galactic disk and bulge.
While other surveys, such as BRAVA (Rich et al. 2007),

ARGOS (Freeman et al. 2013), and Gonzalez et al. (2011) aim
to fill at least part of this void by specifically focusing on the
Galactic bulge, they utilize target selection criteria that differ
from those of surveys of other parts of the Milky Way, which
makes it difficult to generate a holistic picture of stellar
populations and their potential connections. Moreover, apart
from GALAH and the Gaia/ESO survey, these other studies
are limited to MR spectroscopy (R<10,000; Figure 1), and so
they are unable to provide reliably the kind of detailed
elemental abundance information that is now a key input to the
models, while at the same time the moderate velocity precisions
can limit their sensitivity to more subtle, second-order
dynamical effects (e.g., perturbations by spiral arms and the
bar, dynamical resonances, velocity-coherent moving groups
and streams).

1.2. APOGEE: Basic Architecture and Motivations

In contrast to previous and ongoing surveys, the Apache
Point Observatory Galactic Evolution Experiment (APOGEE)
in Sloan Digital Sky Survey III (SDSS-III) was designed to

Figure 1. APOGEE in the context of other Galactic archaeology surveys, past,
present, and future. The top panel shows the number of Milky Way stars,
observed or anticipated, as a function of survey resolution. For those surveys
with at least a resolution of R=10,000, the bottom panel shows the expected
nominal depth of the survey for a star with = -M 1V in the case of no
extinction (right end of arrows) and in the case of =A 10V (left end of arrows).
In both panels, already completed surveys are shown in black, ongoing surveys
in dark gray, and planned surveys in light gray. For surveys with multiple
resolution modes, data in the top panel are plotted separately for high resolution
(HR), medium resolution (MR), and/or low resolution (LR). For the Gaia/
ESO survey, data for the “Inner Galaxy” and “Halo” subsamples are shown
separately as well. “Gaia-RV” includes Gaia HR spectra of enough S/N to
deliver radial velocities, whereas “Gaia” indicates only those with S/N high
enough for abundance work. For Gaia, we adopted A AG V from Jordi et al.
(2010), assuming - =( )V I 1.7;C 0 sample numbers were taken from http://
www.cosmos.esa.int/web/gaia/science-performance.
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高波長分解能 = 多数の元素組成比低波長分解能 = 天体数増加



外部ハローで元素組成比探査が重要

4 Sharpe et al.

Figure 1. Composite Milky Way stellar halo, displayed in the XY plane. Each accreted dwarf galaxy is shown in color as

its own panel and in the large, composite panel. The four panels directly to the right of the large composite plot are those

selected from BJ05. In the large panel, point size and opacity are roughly scaled to the power 3/4 and 1/3 of mass per particle,

respectively, with slight scaling variations for visual clarity.
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炭素過剰星の割合が高い



すばる望遠鏡/PFSでの展望

Solar neighborhood 

内部ハローの化学動力学解析 
➡︎ H3, 4MOST, MOONS, WEAVE, DESI, Milky Way Mapper

外部ハローでの金属欠乏星探査
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すばる/PFS による超金属欠乏星の探査

PFS-GA working group PFS Ancillary Proposal

Figure 3. The estimate of the number of stars with [Fe/H] lower than given values per PFS field of view (1.25 deg2), plotted
against [Fe/H]. The estimates based on the Besanç on model are shown by blue and orange circles for the limiting magnitudes of
G < 17.6 and G < 21.0, respectively. The latest estimates from the Pristine survey (Martin et al. private communication), which
has an approximate limiting magnitude of G ⇠ 17.6 are shown by star symbols. Here, a success rate of selecting metal-poor stars
are assumed to be 30/60/90 percent for stars with [Fe/H]< �3/� 2/� 1, based on the latest analyses by the Pristine collaboration.
This shows a good agreement with the star counts predicted by the model.

Figure 4. Simulated spectra at 2x15Min exposure time for di↵erent magnitudes (coloured lines). The simulations are based on
synthetic stellar spectra calculated by Turbospectrum (Plez 2012). The Ca HK doublet is clearly visible down to magnitude 21 for
the G-dwarf (top panels). The bottom panels show the simulated spectra of CH molecular band (bottom-left) and Ba absorption
line (bottom-right), both of which are covered by PFS blue spectral arm.
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mock PFS spectra by Mohammad Mardini (IPMU)

候補天体の絞り込み 
➡︎ Subaru/HSC による狭帯域フィルターサーベイ
（”ZERO” survey: Chiba+） 

PFSの深い限界等級( )  
➡︎ 視野あたりの超金属欠乏星の数が大幅に増加 

G ≲ 21

PFS-SSP 「Ancillary program」として提案済み 



まとめ
• 天の川銀河恒星ハローの新しい描像 

• 位置天文、撮像・分光、星振動学サーベイによる位相空間＋化学組成＋年齢情報　➡︎ ハローのビルディングブロックと
なった矮小銀河の性質と合体のタイミングを定量的に議論できるように 

• 古い恒星の元素組成で探る初代星・初代銀河の化学進化 

• 「銀河考古学」の基本的なアプローチ 

• 最も鉄欠乏した星の発見　➡︎ 炭素過剰が普遍的に見られる 

• 金属量分布 ➡︎ 複数のサーベイが独立に低金属量側を制限。理論モデルの検証が可能に 

• 元素組成比分布 ➡︎ 分散、トレンドが高い統計精度で確率。特異な組成をもつ星の発見 

• 組成比から初代星質量への制限　➡︎ の初代星が元素汚染源として支配的 

• より複雑な物理現象の理解に向けて 

• 複数の初代星の元素汚染の痕跡を残す星を検出する新手法（Hartwig+23） 

• すばる/PFSが未解明の外部ハローの探査に威力を発揮

M = 15 − 25M⊙


